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ABSTRACT 
 
This article proposes a conceptual framework for offset policy makers and program administrators to shift the 
additionality and baseline assessment process from subjective "tests" towards more standardized approaches based 
on explicitly recognized policy interventions, theories of behavior, and objective models. This framework is 
intended to be generalizable to any type of offset program. Explicitly elaborating and using a model with variables 
potentially brings greater transparency, objectivity, and replicability to the assessment process. Such an approach 
also permits the development of a falsifiable hypothesis that can then be challenged and improved. The challenge for 
offset policy makers is evaluating whether offset program administrators can create models for additionality and 
baseline assessments for a given class of activities that are good enough to provide net benefits greater than the 
alternative policies available to achieve a given objective. A key message of this article is that offset mechanisms, to 
be credible, need to better define the scientific basis of additionality and baselines. And even though perfect 
certainty is unattainable, offset quality can be improved with clearer assumptions, better models, and greater 
attention to the rules of scientific inference, which are critically important when considering the use of standardized 
approaches. 
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1 Introduction 
Within climate change policy, and environmental markets more broadly, the concept of additionality has 
been an especially charged topic, eliciting frustration, disagreement, and even despair. At the heart of 
these reactions is a fundamental obstacle preventing constructive debate. Lacking are both well-framed 
definitions of additionality and baseline and an accepted conceptual framework within which discussion 
and policy formulation can take place. 
 
This article is the second in a three-part series, the overall aim of which is to more precisely define the 
terms "additionality" and "baseline" to better enable their application within offset policies. The intended 
audience includes policy makers, environmental market practitioners, and social scientists. Significant 
attention is given to greenhouse gas (GHG) emission offsets as a case study; however, the framework 
presented is intended to be generalizable to any type of offset credit policy or program. 
 
Part 1 focused on definitional problems within existing offset programs, standards, and climate change 
policy literature. It was shown that within the context of GHG emission offset programs, the language 
used to discuss and define additionality and baseline is, with few exceptions, imprecise, varied, and 
internally inconsistent. It concluded by proposing the following definitions. 
 
Additionality is the property of an activity being additional. A proposed activity is additional if the 
recognized policy interventions are deemed to be causing the activity to take place. The occurrence of 
additionality is determined by assessing whether a proposed activity is distinct from its baseline (see 
below). 
 
A baseline is a prediction of the quantified amount of an input to or output from an activity resulting from 
the expected future behavior of the actors proposing, and affected by, the proposed activity in the absence 
of one or more policy interventions, holding all other factors constant (ceteris paribus). The conditions of 
a baseline are described in a baseline scenario. 
 
This second article in the series builds from these definitions by outlining and then systematically 
analyzing a series of fundamental questions with respect to additionality and baselines that have been 
neglected, but are critical to offset policy design. Specifically, I explain why the definitions of 
additionality and baseline are contingent on the specification of a policy intervention and provide a 
framework for the development of standardized approaches for the assessment of additionality and setting 
of baselines that is founded on scientifically credible investigations. These investigations are to serve as 
the basis for objective decision rules and algorithms for the assessment of additionality and selection of 
baselines. I refer to these rules and algorithms, which make up a standardized approach, as a model. 
 
I build on the valuable work of Chomitz (Chomitz 1998) and Trexler, Broekhoff et al. (2006) that 
advanced our understanding of additionality and baselines by applying concepts from program 
evaluation1 and statistical hypothesis testing. However, as was shown in Part 1, most of the climate 
change policy literature on additionality and baselines has focused on techniques (i.e., tests) for assessing 
additionality, especially under the Kyoto Protocol's Clean Development Mechanism (CDM), and gives 
little attention to the theoretical justifications for these techniques. 

                                                      
1 The concept of additionality is similar to the concept of the ex ante assessment of policy intervention effects within 
the field of program and policy evaluation. Evaluating the effect of a program or policy can also be done ex post, 
which is discussed below in the context of the testing and falsification of additionality and baseline models. 
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To address this gap, I draw on causal inference theory (King, Keohane et al. 1994; Epstein and King 
2002; Brady and Collier 2004; George and Bennett 2004) and approaches from program and policy 
evaluation (Rossi, Lipsey et al. 2004; Ferraro and Pattanayak 2006; EP 2008; BIS 2009; Khandker, 
Koolwal et al. 2010). Inference means using facts we know to learn about or draw conclusions regarding 
behaviors that we do not know (Epstein and King 2002); and causal inference is the process of learning 
about causation from observed data (King, Keohane et al. 1994; Brady and Collier 2004). For complex 
social and economic behaviors, it is challenging to empirically observe cases both with and without a 
policy intervention under perfectly controlled conditions (i.e., ideal experimentation). However, it is 
possible to use causal inference—the basis for much of social science—to develop acceptable levels of 
confidence in an estimation of threshold values for specific factors that result in behavioral changes. 
 
For the assessment of additionality and baselines, causal inference investigations can lead to predictive 
models of behavior where a recognized policy intervention is assumed to be absent (i.e., the baseline 
scenario). By explicitly specifying variables and a model, the assessment process becomes subject to 
scientific testing and improvement. The goal is to develop models in the form of decision rules (i.e., a 
decision tree) using easily measured variables, although in some cases a model may take the form of a 
more complex algorithm. Regardless, the investigation of causal inference serves as the basis and 
evidence supporting the development of model algorithms and decision threshold values. With a model in 
hand, a proposed activity (e.g., project) can then be compared to its predicted baseline (or a set of equally 
likely baselines). 

2 Outlining the framework 
Additionality is the process of assessing whether a proposed activity is different than its baseline. For 
example, in the context of climate change policy the question of additionality is whether GHG emissions 
from a proposed activity will be different than baseline emissions.2 To further elaborate and apply the 
above definitions of additionality and baseline, several underlying questions must be asked and answered: 

• What is the recognized policy intervention (i.e., treatment or causal factor) created by the offset 
policy, which is intended to change behavior? 

• What specific treatment variables represent that policy intervention? 
• What theory of behavior is assumed for modeling the effect of the policy intervention on actors? 
• In an additionality and baseline scenario model, what type of dependent variable (i.e., outcome 

variable) will be used and what are the roles of other variables in the model? 
 
These questions outline a theoretical framework for additionality that can provide a generalized 
foundation for realistic offset policy implementation. Collectively, these questions have neither been 
systematically asked nor thoroughly analyzed in previous work within the literature on offsets policy.3 
This section explores these questions and discusses options for how they can be answered. The following 
section then presents how this framework can be applied for use in offset programs. 
 
The framework presented below is intended to enable the development of more objective standardized 
approaches for the assessment of additionality and baselines, which are both more credible and closer to 
meeting scientific principles of reliability and falsifiability. Although largely conceptual in character, the 
answers to these questions are the foundation of a transparent additionality and baseline assessment 

                                                      
2 An activity's emissions could be less than or greater than the baseline, but if they are greater than the baseline then 
no offset credits will be awarded. So, the question of additionality can be more simply formulated as a difference 
question rather than a less than question. 
3 Individual questions have been partially discussed by Chomitz (1998), Greiner and Michaelowa (2003), Trexler, 
Broekhoff et al. (2006), and Bennett (2010). 
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process. Offset policy makers and program administrators that ignore these questions and move directly 
to "just coming up with tests for additionality" will create assessment processes without transparent 
assumptions and will thereby open the design and implementation of their programs to the vagaries of 
subjective and political biases. 

2.1 What is the policy intervention? 
Additionality is typically referred to as the determination of whether or not an activity or project is 
different than what would have happened otherwise. Yet, this question cannot be answered unless the 
question "otherwise except for what" is answered first. As demonstrated in Part 1, saying "otherwise 
except for the project" begets circular definitions of additionality and baseline. Instead the "what" in this 
question is a policy "intervention" (or "treatment"). 
 
Specifically, additionality is about whether and in which cases a policy intervention is causing behavior 
change. The assessment of additionality, then, must take into account the possibility that behavior may 
remain unchanged even when the policy intervention is present. By policy intervention, we mean any type 
of incentive (i.e., "carrots"), assistance, mandate, or threat (i.e., "sticks"). Policy interventions can vary in 
magnitude, timing, and form. The issuance of credits is not necessarily the only form of policy 
intervention created by an offset program. Programs can take actions that directly or indirectly have the 
potential to lead to behavior change. 
 
A few authors have made reference to, intentionally or not, the type of policy intervention they recognize 
as being relevant for the assessment of additionality and baselines for emission offset projects. References 
to a policy intervention, where present in the literature, fall into one of the four types presented in Table 
1.4 The type of policy intervention that an offset program recognizes has major implications for how 
additionality and baseline are assessed. Specifically, each type leads to a different set of factors that are 
acknowledged as influencing the behavior of target actors. 
 
 
Table 1.  Policy intervention descriptions for additionality and baseline scenario assessments in the GHG 

emission offset literature 
Type Description of policy 

intervention type 
Typical language in 
literature 

Example References 

A Expected economic value of 
offset credits 

Income from offset credits 
or carbon funding 

(Chomitz 1998; Sutter and 
Parreño 2007; Au Yong 2009; 
Bennett 2010) 

B A + Measures directly taken by 
offset program or policy 

Offset program (Asuka and Takeuchi 2004; 
Fischer 2005; Kartha, Lazarus et 
al. 2005; Au Yong 2009; CBO 
2009; Müller 2009; Bennett 2010) 

C A + B + Indirect market 
spillover effects 

Offset credit market 

D Emergence or presence of 
climate change as an issue for 
policy or decision making 
consideration 

Issue of climate change (Sugiyama and Michaelowa 
2001; Asuka and Takeuchi 2004; 
WRI/WBCSD 2005; Trexler, 
Broekhoff et al. 2006) 

 
 
Type A from Table 1 recognizes a policy intervention that is narrowly interpreted. With this type, factors 
other than the expected economic value of offset credits are considered to have an insignificant influence 
                                                      
4 Schneider (2009a) identifies the act of an offset program registering a project as the recognized policy 
intervention., Registration is, however, a proximate, not ultimate policy intervention. The policy intervention would 
be what registration of a project makes possible (e.g., the opportunity to earn revenue from credits). 
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on behavioral change; offset policy is effectively viewed as a specific type of economic subsidy. The 
resulting treatment variable (i.e., causal variable) under Type A would be related to the expected value of 
the subsidy. For example, the treatment variable could be defined as the Net Present Value (NPV) (i.e., 
discounting for time as well as uncertainty/risk) of the offset credits expected to be earned by the 
proposed activity. A policy intervention of this type would probably be used within a model that focuses 
on: i) the effects of an offset credit price signal on the behavior of investors or other relevant actors and ii) 
factors, in the form of variable thresholds, that identify the actors and contexts where changes in behavior 
due to this price signal are likely to occur (e.g., producers on the margin).5 
 
A narrow definition of policy intervention represented by Type A does not necessarily lead to a model for 
assessing additionality and baselines that solely uses financial analysis and financial variables to predict 
behavior. Obviously, not every decision is solely a based on a financial calculation; non-financial factors 
are important for some decisions. The purpose of Table 1, however, is not it identify all of the potential 
factors that affect decision makers. It is instead to identify the specific policy intervention recognized by 
an offset program. It is critically important to the understanding of additionality and baselines that these 
two concepts be distinguished. Even if behavior can be influenced by a number of different factors or is 
prevented from occurring by one or more factors (i.e., barriers), this does not mean that any of those 
factors are affected by a policy intervention. Only factors that are influenced by an offset program's policy 
intervention are relevant. For example, one must show (i.e., model) how the recognized policy 
intervention overcomes barriers to the implementation of a proposed activity. 
 
A policy intervention of Type B would include a broader set of treatment variables than a Type A. Type B 
recognizes that an offset program may include a mixture of policy interventions intended to influence 
behavior and that policy interventions are more than simply a price signal. They potentially include other 
measures directly taken by the offset program. For example, a program could provide new market 
infrastructure that lowers the transaction costs of implementing activities (e.g., through education or 
capacity building) or offer other technical, legal, and/or financial support. Table 2 lists some generic 
categories of policy interventions, any combination of which could be directly made by an offset 
program. 
 
 

Table 2.  Categories of policy interventions 
1. Economic subsidies for an activity6 
2. Measures to reduce transaction costs, which can decrease the cost to an actor of a known 

activity and/or add to the list of known options for a given decision or behavioral choice 
a. Information or educational campaigns 
b. Changes to existing rules (e.g., remove regulations that discourage or increase the 

costs of certain activities) 
c. Providing new infrastructure (e.g., communication networks) 
d. Research and development funding 
e. Development of voluntary technical standards 

3. Enforced government mandates 
4. Reputation-based programs 

a. Recognition programs for superior performing actors 
b. Shaming programs for poorly performing actors 

 
                                                      
5 The magnitude of this price signal is typically thought of as a function of market forces (assuming some source of 
demand for credits), but it could also be a price bound (e.g., through price floors and/or ceilings) or directly set by a 
program administrating agency. 
6 An offset program could provide other subsidies beyond those represented by offset credits. 
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A policy intervention of Type C includes yet a broader set of treatment variables than Type B. Type C 
recognizes the actual policy intervention to be the creation of a broader offset credit market, and therefore 
assumes the policy intervention includes broader market effects7 as well as the offset credit price signal 
(Type A) and other direct measures taken by the offset program (Type B).8 These market effects could 
include a host of network, positive, and negative externalities. For example, the offset credit price signal 
could lead to the invention of a new emission reduction technology that would not have developed had 
the offset market not existed.9 If such a new technology turns out to be the lowest cost option for a given 
activity then it may not be assessed as additional under Type A or B, where its use would be seen as the 
likely baseline scenario. But if the new technology was created in response to the offset market then it 
would not been available in the baseline scenario, assuming Type C. 
 
If one recognizes a policy intervention of Type C, then a baseline scenario would be modeled as an 
alternative world that does not (or never did) include an offset credit market and offset program. Clearly, 
such an assumption increases the number of relevant treatment variables and the complexity of any model 
used to predict baselines. 
 
Type D dramatically broadens the view of a policy intervention. It recognizes the policy intervention to 
be the emergence or presence of humanity's knowledge of anthropogenic climate change. Under Type D, 
any change in human behavior resulting from this knowledge would be additional. A baseline scenario 
would then be assessed using a model of the world in which: i) the problem of climate change did not 
exist, ii) society was unaware of the existence of anthropogenic climate change, or iii) society showed no 
interest in the issue and so this knowledge had no effect on human behavior. Clearly, modeling an 
alternative past and future under the assumption of this type implies an unrealistically complex model as 
well as a host of subjective assumptions. Yet, authors who define additionality in terms of what would 
have happened in the absence of climate change as a policy issue are implying just this sort of approach 
(see Table 1). 
 
Figure 1 illustrates the relationship between the four types of policy intervention presented in Table 1. 
Each succeeding type increases the number of treatment variables that would be necessary to model a 
baseline scenario and assess additionality. Once treatment variables representing a policy intervention are 
specified and quantified, then one can attempt to model the effect of a change in these treatment variables 
on behavior. Offset program administrators must decide whether each added treatment variable 
excessively grows the complexity of the assessment process. 
 
 

                                                      
7 Also referred to as secondary, indirect, spillover, or market transformation effects (Vine and Sathaye 2000; 
Bernow, Kartha et al. 2001; Nadel, Thorne et al. 2003). 
8 Project leakage (or affected GHGs under ISO 14064-2) is also fundamentally an indirect effect. See Millard-Ball 
and Ortolano (2010) for a useful discussion of indirect effects and leakage issues related to transport projects. 
9 The presence of an offset market, by offering an alternative compliance option to regulated entities under an 
emissions cap-and-trade program, could also be argued to reduce the incentive for those capped entities (versus 
those supplying offset credits) to innovate relative to a scenario in which this alternative compliance option did not 
exist. 
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Figure 1.  Relationship between policy intervention types presented in Table 1 in terms of number of 
treatment variables likely needed to represent it 

 
 
 

2.2 What is the theory of behavioral causation? 
Separate from defining the type of policy intervention and specifying treatment variable(s) that represent 
it, it is also necessary to assume an overarching theory of behavior. This theory will guide the selection of 
other factors (i.e., variables) and optimization function (i.e., causal mechanism) to include in the models 
used by offset programs to assess additionality and baselines. "Without a theoretical model, [we] cannot 
decide which potential explanatory variables should be included in [the] analysis" (King, Keohane et al. 
1994). A baseline is predicated on the assumption that we can reasonably model behavior under 
conditions where a policy intervention is absent and that the preferences of actors—and how they act on 
those preferences—are adequately understood and captured by the model. The climate policy literature on 
additionality and baselines has typically been silent on its assumed theory of behavior. 
 
The first consideration in elaborating a theory of behavior is identifying the actors whose behavior is 
being modeled. Economists use the term "representative agent" to refer to a typical decision-maker of a 
certain type (e.g., typical consumer or typical firm) who is choosing behaviors based on some decision 
making model (Hartley 1996).10 In the context of emission offset programs, the relevant actors for a 
particular type of activity would be individuals and/or organizations (e.g., firms, coalitions of investors, or 
government agencies) with decision making authority over investments or operations that affect emissions 
related to a class of activities. 
 
There are several theories of behavior that could be assumed for the development of additionality and 
baseline assessment models. Table 3 summarizes the major alternatives.11 The fundamental difference in 
these theories is an agent's optimization function? 
 
 

                                                      
10 An important consideration is that standardized approaches to additionality can misrepresent (e.g., lead to a false 
positive) the behavior of early adopters of a technology or practice, to the extent that they differ from the recognized 
representative agent. 
11 See van den Bergh, Ferrer-i-Carbonell et al. (2000) and Venkatachalam (2008) for broader discussions of 
behavior theory in the context of environmental policy. 

D 

C 

B 

A 
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Table 3.  Alternative theories of behavior for additionality and baseline models 
Theory Description Reference(s) 
Pure 
rationality 

Assumes actors optimize their decision making, given the 
available information, by maximizing benefits minus costs 
to themselves. 

(van den Bergh, Ferrer-i-
Carbonell et al. 2000; Asuka 
and Takeuchi 2004; Shogren 
and Taylor 2008; 
Venkatachalam 2008) 

Bounded 
rationality 

Assumes that when actors make decisions they lack 
information, cognitive resources, and/or the time to analyze 
choices and achieve an optimal rational choice. As a result, 
actors use simplifying heuristics to reach a satisfactory, 
rather than an optimal, solution. A number of decision 
making biases have been elaborated in literature and 
empirically demonstrated, including: 
• Certainty effect: actors are biased towards outcomes 

they perceive as less uncertain; 
• Reflection effect: actors seek risk when all choices 

involve losses, while they avoid risk when all choices 
yield gains; 

• Loss-aversion or endowment effect: actors' decisions 
are influenced more by a potential loss than an equal-
sized potential gain. 

• Isolation effect: actors' decisions focus on perceived 
differences in choices and ignore the elements that 
their choices have in common, thereby assuming they 
are identical; 

• Habitual, behavioral inertia or status quo effect: actors 
will continue to use existing decision making heuristics 
even after they no longer offer optimal results. 

(Simon 1957; Lindblom 
1959; Kahneman and 
Tversky 1979; DeCanio 
1993; Fox and Tversky 
1995; van den Bergh, Ferrer-
i-Carbonell et al. 2000; 
Kahneman 2003; 
Williamson 2005; Shogren 
and Taylor 2008; 
Venkatachalam 2008; 
Shogren, Parkhurst et al. 
2010; Kragt and Bennett 
2012) 
 

Altruism Assumes actors make decisions to optimize the welfare 
(i.e., benefits minus costs) of others rather than based on 
their own self interest. 

(van den Bergh, Ferrer-i-
Carbonell et al. 2000; 
Shogren and Taylor 2008) 

 
 
Rational actors behave "in a manner that will maximize their own well-being" (Grafton, Pendleton et al. 
2001). Pure rationality, the basis of neoclassical economic theory, views behavior as predictable and 
consistent across situations and time by assuming constant preferences. In the context of additionality and 
baselines, the primary model of behavior for a rational economic actor would be a cost/benefit analysis. 
The variables relevant to the model would be economic, and could include both financial variables (e.g., 
revenue and prices) as well as non-financial variables (i.e., transaction costs and economic utility). 
 
Typically, only private (versus public) benefits and costs would be considered under this theory of 
behavior, and actors would be assumed to maximize their expected private utility (van den Bergh, Ferrer-
i-Carbonell et al. 2000). But this assumption does not necessarily reduce the process to a simple financial 
analysis. Grounding assessments in an economically rational actor theory of behavior can account for 
behavior where non-financial benefits and costs are significant. For example, some activities may entail 
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public relations benefits to a company that can be valued (albeit with difficulty). Similarly, transaction 
costs associated with overcoming information and other barriers can be included in an economic model.12 
 
There are some important classes of activities for which pure rationality is likely to be a poor theory of 
behavior. Bounded rationality assumes that real-world actors are not able to make perfectly rational 
decisions in many circumstances. "The capacity of the human mind for formulating and solving complex 
problems is very small compared with the size of the problems whose solution is required for objectively 
rational behavior in the real worldor even for a reasonable approximation to such objective rationality" 
(Simon 1957). Beyond the specific biases listed in Table 3, examples of other effects that may lead actors 
to deviate from pure rationality are a human evolutionary bias for fairness and justice as well as 
reference-dependent preferences (i.e., keeping up with the Joneses) (van den Bergh, Ferrer-i-Carbonell et 
al. 2000; Venkatachalam 2008).13 
 
Both laboratory and field experiments indicate that individuals (versus firms or entire markets) exhibit 
behaviors that are often better represented by a theory of bounded rationality (Kahneman 2003; 
Venkatachalam 2008). However, firms and other institutions—as collections of individuals with 
institutional rules and cultures—as well as markets as a whole are not necessarily shaped by the same 
findings (Shogren and Taylor 2008). For example, the social and economic context of firms are likely to 
moderate some individual biases, while simultaneously introducing some new biases through social 
phenomena (Cyert and March 1963). A firm will typically have more cognitive resources to identify and 
analyze choices than a single individual, especially when a decision involves large costs and benefits. 
However, when an activity involves small decisions by many actors and transaction costs are large (e.g., 
residential energy efficiency projects), bounded rationality theory is likely to be highly relevant (van den 
Bergh, Ferrer-i-Carbonell et al. 2000). In these cases, a policy intervention may have less of an impact 
than would be expected under a pure economic rationality theory of behavior. 
 
Lastly, altruism assumes that an actor behaves in a way that benefits other actors or the broader public 
even when it costs them. In the context of environmental protection, the behavior of some individuals can 
only be explained by a theory of altruism (e.g., voluntarily purchasing GHG emission offsets).14 The 
challenge for modeling is that altruistic preferences are less likely to be consistent across actors. At the 
firm-level, behavior is less likely to be guided by altruism. Plus, actors in competitive markets are more 
likely to express self-interested rational preferences over pro-social norms (Reeson and Tisdell 2010). 

2.3 What is an additionality and baseline model? 
The specification of a policy intervention and a theory of behavior assumption are two of the key inputs 
into the process of developing a model to assess additionality and a baseline. Generically, a model is a 
mathematical and/or logical system of relationships between independent (i.e., treatment and control) 
variables and a dependent variable. In the context of additionality and baseline assessments, a model's 
purpose is to predict behavior of actors under an unobserved scenario. These models do not need to be 
sophisticated computer programs with hundreds of equations and variables. Preferably, they will take the 
form of a simple equation or set of objective rules embedded in a decision tree. The goal is a simple 
                                                      
12 Under the CDM, one of the three options for the basis of a baseline scenario in the Marrakesh Accords (see 
paragraph 48b) specifies the following: "emissions from a technology that represents an economically attractive 
course of action, taking into account barriers to investment." This option implicitly assumes a rational economic 
actor theory of behavior (Asuka and Takeuchi 2004). 
13 A potential psychological implication of establishing a program that pays for public goods is that actors may no 
longer voluntarily supply them and insist on being paid instead (Gneezy and Rustichini 2000). 
14 Seemingly altruistic behavior to privately provide a public good may be better explained by treating the public 
good as impure. In other words, contributors benefit both from the public good as well as a "warm glow" satisfaction 
or social approval and prestige from the act of giving (Andreoni 1990; Menges, Schroeder et al. 2005; Kotchen 
2009). 
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model that utilizes as few variables as possible to distinguish additional from non-additional proposals 
and assign a baseline to them. 
 
The rules (e.g., equations or algorithm) in such a decision tree are a function of measurable variable 
values, rather than subjective considerations. The kinds of additionality tests used by offset programs, 
such as the CDM additionality tool, are also models. But they are models that overly rely on subjective 
considerations rather than objective and standardized criteria developed using input from evidence-based 
investigations. In some cases a model can be reduced to a single additionality threshold metric (e.g., a 
performance benchmark) where the model's algorithm is simply whether or not the performance of the 
proposed activity will be above or below a performance standard and then assigns the only offered 
baseline scenario candidate to the proposal. 
 
A single model can both assess additionality and assign a baseline scenario from a list of candidates. 
Because performance (i.e., behavior) in the presence of the policy intervention (e.g., project scenario) is 
observed, it can be measured after the activity is implemented and does not require a predictive model. 
However, for the same specific case it is not possible to simultaneously observe behavior under baseline 
conditions (Gustavsson, Karjalainen et al. 2000). This fact is referred to as the fundamental problem of 
causal inference (Holland 1986; Collier, Seawright et al. 2004), which states that "for a given case at a 
given point in time--the researcher can observe either the presence of the cause (and of its presumed 
effect), or the absence of the cause (and hence potentially the absence of its presumed effect), but not 
both. Therefore, the researcher…must instead turn to imperfect real-world comparisons among cases" 
(Brady and Collier 2004). 
 
A reason for using a decision model with clearly specified variables is that it offers greater transparency, 
objectivity, and replicability, as well as a falsifiable hypothesis that can then be challenged and improved 
upon. Scientifically credible predictions must be falsifiable, meaning that they should be specified so that 
a knowledgeable person could identify a case, if it exists, which demonstrates that the predictive model is 
incorrect. In the context of additionality and baselines, if a case was identified where proposed activity 
was implemented without the presence of the policy intervention and yet the applicable model said it 
would require the intervention to occur, then this would theoretically falsify the model. This result would 
then lead to the model's modification or replacement. 
 
In the context of offset-related activities, although it is not possible to perfectly predict behavior or 
perfectly measure all relevant variables, neither is behavior fully random. For example, project investment 
decisions have explanatory variables and causal relationships. Additionality and baseline assessments will 
involve uncertainty, but the presence of some uncertainty should not lead to the conclusion that offsets are 
an unusable or impractical policy mechanism.15 The challenge of offsets is evaluating whether the models 
used for assessing additionality and baselines entail so much uncertainty (i.e., error rates in additionality 
determinations and/or poor baseline predictions) that an offset program is inferior to alternative policy 
mechanisms in meeting a specific policy objective (see Part 1). 
 
A key message of this article is that "even though [perfect] certainty is unattainable, we can improve the 
reliability,16 validity,17 certainty, and honesty of our conclusions by paying attention to the rules of 
scientific inference" (King, Keohane et al. 1994); and that offset mechanisms, to be credible, need to 
better define the scientific basis of additionality and baselines. 
 

                                                      
15 See Begg and Van der Horst (2004) for a discussion of uncertainties with additionality and baseline scenario 
assessments. 
16 Applying the same procedure in the same way should produce the same results (King, Keohane et al. 1994). 
17 Are we measuring what we think we are measuring (King, Keohane et al. 1994)? 
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Generically, a model predicts changes in the value of a dependent variable resulting from changes in the 
values of independent variables (i.e., explanatory or causal variables). Treatment variables are one type of 
independent variable. Offset programs need to identify one or more specific treatment variables that 
represent their recognized policy intervention(s). The treatment variables may be identical for all classes 
of activities (e.g., project types or regions) or they may vary by class.18 
 
Independent variables in a model, other that treatment variables, are control variables. The applicability of 
a model (i.e., what is included in the class of activities for a model) is defined by an acceptable range of 
values for select control variables, the range for some of which may be a fixed value. A model would not 
then be applicable to cases (e.g., proposed projects) with control variable values outside these ranges.19 
Certain control variables would also used to predict variations in behavior between cases with a class of 
activities (i.e., which proposals were additional and which were not). These relationships are illustrated in 
Figure 2. 
 
 

Figure 2.  Illustration of a causal model and variable relationships 
 

 
 
 
Model variables used can use nominal, ordinal, or interval values. The objectivity and replicability of 
variable coding or scoring—such as by expert elicitation rather than direct measurement—can be 
increased by basing values on the answer to a specific question. (e.g., what is the capacity in mega-watts 
of the facility being proposed?) and a well-specified protocol. 
 
The models described here are standardized approaches to additionality and baselines.20 The use of a 
model, though, may not entirely eliminate subjectivity from the assessment process. But, by specifying 
models and variables, program administrators can better manage biases and thereby increase the 
replicability and comparability of assessments. 

2.3.1 What is the dependent variable? 
We have established that a policy intervention—represented by treatment variables in a model—is what 
causes additional activities to be proposed. What then represents the "effect" or dependent variable that is 
predicted or explained by a model? In the context of environmental-related offsets, the instinctive answer 
is often some measure of a change in pollution. However, this question actually requires more than 
instinct. 
 

                                                      
18 Policy interventions could be tailored to specific classes. For example, only activities in less-developed countries 
could receive additional support in the form of free legal services. 
19 For example, a model may only be applicable for proposed activities where a measure of annual solar insolation is 
within a specified range. 
20 Standardized approaches are also referred to as benchmarks, multi-project baselines (OECD/IEA 2000), or 
performance standards (Hayashi, Müller et al. 2010) by some authors. Under the framework of this article, 
benchmarks and performance standards are just one type of model. 
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The aim of an additionality assessment model is to answer the following question: Will a given change in 
the value of the treatment variable(s), due to the removal of a policy intervention, change the outcome of 
a decision making process? To do so, it is first helpful to identify a limited set of alternative baseline 
scenarios for the class of activities (e.g., project types in a given context) being assessed. Each alternative 
scenario is an outcome of a decision making event, with each alternative outcome being functionally 
equivalent (i.e., delivering equivalent products or services). One of these alternatives must be a duplicate 
of the proposed activity absent the policy intervention. If the potential outcomes for a class of activities 
are so uncertain that a reasonable number of scenarios cannot be specified, then there will likely be policy 
options, other than an offset mechanism, that would better address that class of activities. 
 
For a given class of activities, the dependant variable for an assessment model can then be specified in 
one of two forms. It can select one baseline scenario, out of the predetermined list of alternatives. Or it 
can be the likelihood of one or more alternative scenario being the correct baseline. The former type of 
dependent variable would be considered a deterministic classifier (i.e., it would classify a choice into one 
of a given set of alternatives), while the latter would be probabilistic. 
 
If a model uses a deterministic classifier as its dependent variable, then it is not necessary for the model to 
be able to predict precise effect of the full range of control variable values. Instead, it would only need to 
capture the threshold effects of specific control variable values that correspond to a change in the 
classification from one alternative scenario to another. As such, a deterministic classifier model can easily 
be structured as a decision tree algorithm. 
 
Within emission offset programs, additionality is commonly thought of as a deterministic variableeither 
a proposed activity (e.g., project) is additional or it is not. Some authors, though, have suggested 
additionality could or should be represented by a probabilistic variable that could then be used to discount 
the number of credits issued to an activity. For example, Michaelowa (2008), Schneider (2009b), Meyers 
(1999), and Tanwar (2007) have suggested that the emission reduction credits issued to CDM projects be 
discounted based on the likelihood that a project is actually additional (i.e., by the uncertainty in the 
additionality assessment).21 However, such an approach presents some challenges. Such models would 
need to not only assign one or more baseline scenarios to a proposed activity, but they would also need to 
provide estimates of the probability that each scenario is the correct one. 
 
Of the two options, the use of a deterministic dependent variable leads to a model that can more readily be 
tested and falsified. To falsify a probabilistic model, it would be necessary to test it on a sufficiently large 
and representative sample of cases to demonstrate that the probability estimates it produces are not 
reliable. 

2.3.2 Role of control variables 
Control variables are needed in these models to capture variation among proposals within a class so that 
they can be classified as additional or non-additional as well as assigned a baseline. This variation 
between proposed cases may include economic, technological, regulatory, demographic, physical, and 
other social factors, each of which would be represented by one or more control variables. Non-additional 
proposals would then be those that have control variable values within certain ranges indicating the 
proposal is itself classified as the baseline scenario.22 
 
Control variables are also used to determine whether a proposal belongs within a class of activities. In 
other words, the model is only applicable to proposals that have control variable values within a given 

                                                      
21 Referred to as "fractional additionality" in EPRI (2008). 
22 For example, a control variable could be the distance from the site of the proposed project to the nearest electrical 
transmission line. 
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range (e.g., variables representing geographies, climate zones, or levels of economic development). Other 
control variables and the remaining variation in those used to determine applicability are then used to 
classify proposals to one or more baseline scenarios and thereby assess additionality. 

3 Applying the framework 
The administrators of major GHG emission offset programs, such as CDM, have relied on a process for 
determining additionality that largely relies on a subjective case-by-case adjudication.23 Facts and 
interpretations are argued over and the eligibility of proposed project activities are judged based on 
information presented, much of which is unsubstantiated (Schneider 2009a). This approach has been 
criticized for a variety of reasons, including whether it is scalable as offset markets grow. In response, 
several authors have called for moving towards more objective metrics and standardized approaches to 
assessing additionality and baselines (Kartha, Lazarus et al. 2004; Schneider 2007; OQI 2008; OQI 
2009a; Schneider 2009a; Hayashi, Müller et al. 2010). 
 
To standardize a process, one needs a fairly precise understanding of what the process is for. This section 
discusses how the framework described in the previous section can be used to develop standardized 
approaches to additionality and baselines. The kind of models needed by program administrators will 
necessarily entail compromises between accuracy and the costs to develop and apply them. But without 
grounding in evidence-based investigations and a framework for the resulting assessment models, all that 
will have been accomplished through standardization is increased uniformity without addressing issues of 
credibility, accuracy, or transparency. 
 
This section explores the following questions with respect to additionality and baseline models, 
recognizing that further work by researchers and offset program administrators will be necessary: 

• What types of policy interventions and treatment variables should be used? 
• Models should assume what theory of behavior? 
• How should models be built and maintained? 

 
Clearly, if a model is overly complex or relies on variables that cannot be cost-effectively measured with 
acceptable certainty then it is of little use. Therefore, this article is concerned with models that have a 
realistic chance of being applied in the administration of real-world offset programs. 

3.1 Policy intervention 
A key step in developing an offset program is recognizing a type of policy intervention for the assessment 
of additionality and baselines. Policy makers and program administrators have a variety direct 
interventions they can make (see Table 4) as well as different ways of conceptualizing a policy 
intervention (see Table 1). 
 
 

Table 4.  Relevance of categories of environmental policy interventions to emissions offset policy 
Categories of environmental policy 
interventions 

Relevance to emissions offset policy and 
intervention types from Table 1 

1. Economic subsidies for an activity; Relevant under Types A, B, and C. Expected revenue 
from sale of issued offset credits. Unlike a fixed 
publicly funded subsidy, value is a function of market 
forces (i.e., supply of and demand for credits). 

                                                      
23 Referred to as a project-specific approach in WRI/WBCSD (2005).The offset programs operated by the Regional 
Greenhouse Gas Initiative and the Climate Action Registry have instituted performance benchmark approaches, and 
therefore are, to a partial degree, exceptions. 
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2. Measures to reduce transaction costs, which 
can reduce the cost of a known activity for 
an actor and/or add to the list of known 
options for a given decision or behavioral 
choice; 

 

a. Information or educational campaigns; Relevant under Types B and C. An offset program 
could directly deploy informational campaigns that 
influence behavior or cause other institutional actors 
to deploy such programs. 

b. Changes to existing rules (e.g., remove 
regulations that discourage or increase 
the costs of certain activities); 

Relevant to Types B and C. Legislation that creates 
offset program could also include or lead to other 
policy or legal changes that directly or indirectly 
influence behavior.  

c. Providing new infrastructure (e.g., 
telecommunication infrastructure) 

Relevant to Types C and potentially B. The offset 
program could directly provide new infrastructure that 
influences behavior (e.g., build new electrical 
transmission lines), which would be relevant to Type 
B. More likely, it could indirectly influence the path of 
infrastructure development, which would be relevant 
to Type C. 

d. Research and development (R&D) 
funding; 

Relevant to Type C and potentially B. The offset 
program could directly provide new funding for R&D 
that changes technology options in the future, which 
would be relevant to Type B. More likely, it could 
indirectly influence the path of R&D investment, 
which would be relevant to Type C. 

e. Development of voluntary technical 
standards 

Relevant to Type B and C. Standards could result in 
lower transaction costs as well as influence the path of 
technology development. 

3. Enforced government mandates or internal 
organizational policies; 

Offset policies are typically designed as a market-
based policy instrument, not a mandate.24 

4. Reputation-based programs; Relevant under Type B and C. An offset program 
could directly recognize the superior or inferior 
environmental performance of actors or cause other 
institutional actors to deploy such programs. 

a. Recognition programs for superior 
performing actors; and 

b. Shaming programs for poorly 
performing actors. 

 
 
Once these decisions are made, then the recognized type of policy intervention needs to be specified with 
one or more treatment variables that can be objectively measured or coded by experts using a elicitation 
protocol (Morgan and Henrion 1990).25 It is preferable to define the type of policy intervention as 
narrowly as possible without missing significant effects that are likely to alter actor behavior. Program 

                                                      
24 Theoretically, an offset policy could mandate behaviors and still issue credits for only those activities that are 
deemed to have occurred because of the presence of the mandate (i.e., some activities may take place even in the 
absence of the mandate). The effect would be to subsidize those activities that were caused by the mandate and not 
subsidize those that were not while still ensuring the activity was universally implemented. 
25 Expert elicitation is the synthesis of opinions of experts on a subject where there is uncertainty due to insufficient 
information. An elicitation protocol involves a structured approach to questioning experts so as to obtain estimates 
of parameter values and uncertainties with minimum bias. 
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administrators can then quantify—or develop rules for quantifying—the value of each treatment variable 
when the policy intervention is absent. 
 
Returning to the types of policy interventions in Table 1, Type A—related to the economic subsidy effect 
resulting from the expected value of offset credits (i.e., price signal)—is the most reduced form of a 
policy intervention. Offset policy is typically thought of and designed as a mechanism that issues credits 
with that have some market value. The treatment variable would be the expected revenue to an activity 
from the sale of offset credits. The variable is an "expected" value because the actual number of credits 
issued, as well as their future selling price, will be uncertain. 
 
If an offset program actively provides other types of direct support to activities that is intended to 
influence behavior (e.g., in-kind project development assistance), then it may be appropriate to include 
other treatment variables in the model, in keeping with Type B. Taking from the literature on transaction 
costs, these other treatment variables may be coded in terms of their economic value (Williamson 2005). 
Analogously, non-financial barriers to a class of activities can also be represented in models as transaction 
costs using control variables, thereby building relationships in the model with treatment variables 
(Schneider 2007). 
 
A practical way forward is for offset policy makers and program administrators to limit what type of 
policy intervention and treatment variables they recognize to Type A (i.e., expected economic value of 
offset credit revenue) except where significant program resources are dedicated to other categories of 
policy interventions that would fall under Type B (i.e., other measures directly taken by offset program or 
policy). This approach recognizes that there may be some equilibrium (i.e., spillover) effects (i.e., Type 
C) that are omitted; however, specifying these effects with treatment variables and incorporating them 
into models would be challenging and highly uncertain. Limiting the number of treatment variables both 
simplifies the modeling and results in more conservative additionality assessments. The implications of 
Type D (i.e., emergence of climate change as an issue for policy or decision making consideration) make 
modeling, and the entire concept of offsets, impractical and should not be given serious consideration. 

3.2 Theory of behavior 
Taking as a given that altruism is not a reliable theory of behavior for an additionality and baseline model, 
the choice of theory reduces to either pure or bounded rationality. To completely reject the rational actor 
theory one would have to believe that: 1) actors are primarily irrational and do not maximize their own 
utility, or 2) that a model based on pure rationality misses some key factors that significantly affect 
behavior in a given context. The first belief can be discarded. To further explore the second, Table 5 
describes the relevance of the bounded rationality effects listed in Table 3 to additionality and baselines. 
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Table 5.  Bounded rationality biases in the context of additionality and baselines 
Bounded rationality biases Relevance to additionality and baseline models 
Certainty effect: actors are biased towards 
outcomes they perceive as less uncertain; 

Although two scenarios may offer the same net benefits 
when risks are accounted for, actors may be biased towards 
choosing the scenario in which the benefits and/or costs are 
more certain. A stronger or weaker policy intervention may 
be required to change behavior than would be predicted by 
purely rational actor theory. 

Reflection effect: actors seek risk when all 
choices involve losses, while they avoid 
risk when all choices yield gains; 

The set of choices (scenarios) will typically involve both 
losses and gains; therefore, this effect has limited relevance. 

Loss-aversion or endowment effect: 
actors' decisions are influenced more by a 
potential loss than an equal-sized 
potential gain; 

A change in behavior may involve the exchange of an 
existing set of benefits for another set. Although both may 
offer equal net benefits, an actor may weigh the loss as being 
greater than the gain. A stronger policy intervention (i.e., 
larger change in treatment variables) may be required than 
would be predicted by purely rational actor theory. 

Isolation effect: actors decisions focus 
only on perceived differences in choices 
and ignore elements that choices have in 
common, thereby assuming they are 
identical; 

Assuming actors have perfect or near perfect information 
about the costs and benefits associated with each scenario 
and that they accurately interpret the information may lead 
to errors in the model. A stronger policy intervention than 
would be predicted by a purely rational actor theory may be 
necessary to overcome problems of poor information. 

Habitual, behavioral inertia or status quo 
effect: actors will continue to use existing 
decision making heuristics even after they 
no longer offer optimal results. 

A stronger policy intervention may be required to change 
existing behaviors than would be predicted by purely 
rational actor theory. 

 
 
A practical way forward for offset policy makers and program administrators is to use a purely rational 
"economic" actor theory of behavior as the basis for their models, except in contexts where it is expected 
that specific biases are likely to be significant and where those biases can be analytically incorporated into 
a model.26 This way forward does not assume that actors (e.g., business managers, facility operators, 
project developers or investors) should be treated as having perfect information, perfect foresight, zero 
un-monetized transaction costs, unlimited access to capital, an exclusive focus on financial factors, 
operate in perfectly competitive markets, or be ideal in other ways. However, for many classes of 
activities, economic rationality—which can still account for political and other factors through the 
inclusion of transaction costs—is an appropriate assumption for emission reduction activities, given the 
significant long-term investments often involved. 
 
In some contexts, more realistic models can be developed if likely actor biases are incorporated. For 
example, biases can be taken into account if an emission reduction project involves many distributed 
actors making small investments (e.g., residential energy efficiency), in contrast to larger investment 
decisions made by a single large firm. 

                                                      
26 Greiner and Michaelowa (2003), Shogren and Taylor (2008), and McFadden (1999) make similar 
recommendations for CDM and in the broader context of environmental policy and economic analysis, respectively. 
The assumption of economically rational actor is also functionally adopted in the CDM's investment analysis 
guidance (CDM 2009). 
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3.3 Creating and maintaining models 
There are a number of desired policy outcomes resulting from the use of the kind of models for assessing 
additionality and baselines (i.e., standardized approaches) described here, including: 

• public confidence and credibility with stakeholders; 
• accuracy of additionality and baseline assessments (i.e., minimize error rates); 
• predictability (i.e., low uncertainty) for actors (e.g., project investors) in the outcome of the 

process; 
• objectivity in variable value measurements and coding as well as model algorithms (e.g., decision 

points in decision tree are not based on subjective judgments); 
• option for administrative flexibility to address unique circumstances; 
• incorporation of processes for continual improvement of models; 
• minimized transaction costs (e.g., for data collection, model application, quality assurance); 
• resistance to manipulation (i.e., gaming); 
• high transparency in the technical and empirical justification for the development and application 

of models; and 
• ability for stakeholders to test, challenge, and falsify models. 

 
Many of these outcomes involve unavoidable tradeoffs, such as flexibility versus predictability or 
accuracy versus cost. It is important to recognize, however, that some frameworks for assessing 
additionality and baselines can be worse in achieving all outcomes, while others can be better. As stated 
earlier, one of the main points of this article is that it is possible to better, although not perfectly, achieve 
all of the above outcomes with a more rigorous understanding of and approach to additionality and 
baselines. 
 
After clearly specifying the policy intervention recognized by an offset program, the steps for creating 
and maintaining models can be summarized as follows:27 

1) clearly specify the class of activities (e.g., type of project proposals, contexts, and actors) to 
which a model is applicable; 

2) identify the dependent, treatment, and control variables using evidence-based investigations of 
the class of activities; 

3) elaborate a limited set of alternative baseline scenario candidates for the class; 
4) create a model to classify a given case into one or more scenario candidates; and 
5) test the model and revise (i.e., maintain) based on new evidence and changes in the applicable 

context. 
 
These steps are ideally completed in combination with a rigorous investigation of the relevant class of 
activities, including input from technical experts and use of case studies. An analogy for this type of 
investigative work would be studies performed for rulemaking, in which regulators develop a deep 
understanding of the technological, economic, and social issues associated with a class of activities in a 
given context prior to elaborating a regulatory standard. 
 
Are these steps likely to require significant investment of time and resources by offset program 
administrators? For many classes of activities, the answer will be yes. If quality of standardized 
approaches is to be assured, programs will require significant upfront and ongoing investments related to 
methodology development, monitoring, reporting, and verification (OQI 2008; Hayashi, Müller et al. 
2010). However, if coordinated, multiple offset programs could collaborate to share the cost of model 
development and maintenance, and in doing so ensure that offset credits are based on common 
definitions, meet common quality criteria, and are fungible. 

                                                      
27 Taken, with modification, from George and Bennett (2004). 
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3.3.1 Specifying a class of activities 
One of the advantages of offsets as a policy mechanism is that they can harness markets to search out new 
low-cost mitigation opportunities and promote innovation. Therefore, offset programs are valuable in 
applications where policy makers do not, a priori, know where activities should be implemented or how 
to implement them. Yet, standardized approaches do require program administrators to clearly specify the 
classes that are likely to be implemented under their program as well as other applicability criteria for 
assessment models. 
 
Each class of activities will generally require its own model and applicability criteria. Some individual 
classes of activities may be globally uniform in their technological, economic, and social characteristics. 
In such situations a single model may be appropriate for that class in all contexts. In most other situations, 
though, it will be more appropriate to limit a class to activities, for example, in a single country, in urban 
areas, in regions with low precipitation, or where a reliable electricity supply is available.28 The purpose 
of this step is to define a class's boundaries such that all the cases and actors in it are sufficiently 
homogeneous to assume that the same independent variable values will predict accurately (King, Keohane 
et al. 1994).29 If a class is deemed insufficiently homogenous then it can be broken up into more than one 
class with separate models. Although it has been used by leading GHG offset programs (e.g., CDM 
combined tool for additionality and baselines30), the desired policy outcomes listed above are unlikely to 
be best met by a single globally uniform assessment tool (i.e., model) applicable to all classes of 
activities. 
 
Once a class of activities is specified, a limited number of alternative scenario candidates can be 
elaborated along with procedure for quantifying the performance (e.g., emissions) of each candidate. This 
quantification can be a function of empirical data from representative cases, expert judgment, and/or ex 
post metrics (e.g., scaled to production output in the observed project scenario). 

3.3.2 Specifying variables 
If not directly measured then treatment and control variables can be estimated using a proxy variable that 
is highly correlated with the original variable or an expert elicitation protocol that controls for bias. For all 
variables, it is fundamental to the credibly of the offset programs that the process of collecting data and 
coding variable values be transparent. 
 
For the dependent variable in most additionality and baseline models, a practical way forward is to use a 
deterministic dependent variable that classifies a proposal with one baseline scenario (Figure 3). For 
simple or narrowly specified classes of activities where there are only two alternative baseline scenario 
candidates, it may be possible to reduce the model to a simple performance standard. 
 
 

                                                      
28 This step is similar to defining applicability conditions for CDM project methodologies, but should be based on 
objective control variable value ranges that clearly differentiate cases that are part of a class from those that are not. 
It is also similar to the defining of boundaries for estimating market penetration rates (e.g., common practice 
analysis), as discussed by Kartha, Lazarus et al. (2005). 
29 Referred to as "causal homogeneity" by King, Keohane et al. (1994). 
30 See http://cdm.unfccc.int/methodologies/PAmethodologies/approved.html 
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Figure 3.  Illustration of causal model incorporating scenario inputs and dependent variable as classifier 
 

 
 
 
However, for classes in which a model is expected to have a high predictive uncertainty, the use of 
probabilistic dependent variable may be considered. The resulting probability estimates could then be 
used to discount the number of credits issued to an activity. The important caveat to such an approach is 
that probability estimates need to be specific to a given proposal (i.e., a function of that proposal's control 
variable values) not common to the entire class. If the additionality of an entire class of activities is highly 
uncertain, and it is not possible to estimate this uncertainty separately for each proposal, then the entire 
class is likely to be inappropriate for inclusion in an offset program.31 
 
Within a class, there may be the expectation that two or more alternative scenario candidates could be the 
correct baseline scenario with equal probability. For these classes, models and dependent variables can 
then be designed to allow the classification of more than one scenario as the likely baseline scenario. The 
performance metric (e.g., emissions) against which credits are then calculated could be the more 
conservative of the likely baseline scenarios or some combination or average.32 
 
The ultimate focus of investigations used to develop models is to identify easily measured and verified 
control variables—representing characteristics of each specific proposal versus the entire class—that can 
be used to assign baseline scenarios to proposed activities and thereby distinguish additional cases from 
non-additional cases. 
 
The behavior of actors for some classes of activities may be well-predicted by a traditional financial 
investment analysis (e.g., discounted cash flow analysis),33 in which case a standardized form of such an 
analysis would be an example of the type of model described here. It would need to include standardized 
variable values representing the typical financial characteristics of the entire class (versus each individual 
proposed activity or project) including typical capital costs, operating costs, revenue sources, and a 
default hurdle rate of return. Other context dependent variables could include Institutional Investor 
country rankings—as suggested by Griener and Michaelowa (2003)—or average ratings on related 
financial instruments by credit rating agencies—as suggested by Shrestha and Timilsina (2002). The 
model's probability of error would then be informed by the difference in the estimated IRR for the 
proposed activity and the predicted baseline scenario (i.e., a smaller change in the IRR would be an 
indicator of increased likelihood of a false positive or false negative) (Au Yong 2009). More generally, 
                                                      
31 As noted by Castro and Michaelowa (2010), Bushnell (2010), and Kollmuss, Lazarus, et al. (2010); applying 
discounting to an entire class of activities is more likely to exclude truly additional activities because they will have 
higher costs than non-additional activities. See Kollmus, Lazarus, et al. (2010) for discussion of discounting applied 
to GHG emission offset programs. 
32 Effectively, the CDM combined and build margin approach for electricity generation projects uses an average of 
two historical-based scenarios (Kartha, Lazarus et al. 2004). 
33 Financial analysis is already used by a number of GHG offset programs, such as by CDM (Chomitz 1998; Rentz 
1998; Meyers 1999; Greiner and Michaelowa 2003; Sutter and Parreño 2007; Au Yong 2009). 
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the overall likelihood of model error will increase as the ratio of offset credit revenue to the total revenue 
of the project decreases (Bode and Michaelowa 2003). 

3.3.3 Creating models 
There are several scientifically credible approaches available for informing the model creation process 
and collecting default data that is representative of a class of activities. Many of these approaches can also 
be used to test models and include, but are not limited to: 

• engineering calculations and physical process modeling; 
• economic and other statistical and regression modeling; 
• discrete choice surveys and analyses; 
• formal expert elicitation; 
• statistical surveys and market research studies; 
• case studies; 
• field experiments utilizing control groups; and 
• laboratory experiments (e.g., utilizing techniques from behavioral and experimental economics). 

 
Chomitz (1998) and Gustavsson, Karjalainen et al. (2000) discuss the use of case studies with separate 
treatment and control groups for baseline assessments.34 Such cases can be drawn from historical records, 
observed in the field, or created through experimentation. By comparing cases, with and without a policy 
intervention while holding all other factors constant (or at least controlling for these other factors), it is 
possible to investigate whether a policy intervention causes behavior change. Methods for designing and 
analyzing case studies and control groups for policy interventions are well-developed (Khandker, 
Koolwal et al. 2010). 
 
These approaches include both those that use larger numbers of case studies to achieve statistical 
representative samples (King, Keohane et al. 1994) as well as those that focus on in-depth studies of a 
small number of cases (George and Bennett 2004). The number of cases does not necessarily have to be 
large to enable valid inferences to be made, especially where the dependent variable is narrowly defined 
(e.g., a deterministic classifier). A combination of approaches that involves a few in-depth studies, to 
inform the creation of a model, and then a larger sample of cases to test the model is likely to be a 
reasonable way forward. 
 
Offset program administrators can also use randomized trials with a control group in the creation and 
testing of models. Both laboratory experiments using techniques from behavioral economics (Weber and 
Camerer 2006; Kagel and Roth 2007) and social science field experiments for investigating the efficacy 
of policy interventions (Greenberg, Linksz et al. 2003; Harrison and List 2004) are recognized methods of 
causal inference and can produce valuable information to inform and justify offset program models. 
 
When selecting case studies or designing experiments, program administrators need to ensure there is 
sufficient variation in the dependent variable as well as treatment and control variables to make 
statistically valid causal inferences. Variation in the dependent variable means that the investigation 
should include cases where the type of proposed activity is implemented as well as cases where 
alternatives were implemented. The variation in control variables should cover the range of values 
corresponding to the defined boundaries of the relevant class of activities. And variation in treatment 

                                                      
34 Chomitz (1998) outlines two approaches for gathering information to assess additionality and baselines. He refers 
to these two approaches as comparison groups (i.e., control groups) and simulation (i.e., financial or behavioral 
models). However, to predict additionality, a model (i.e., simulation) of some form is always needed. Case or 
"comparison" studies can be used to inform and test a model, but are not a separate and distinct approach that can 
substitute for an assessment model. 
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variables means that the investigation includes cases where the policy intervention is present as well as 
where it is absent. The latter group of cases is referred to as a control group. 
 
For some classes of activities, it may be challenging or impractical to find concurrent cases to include in a 
control group (Meyers 1999).35 This challenge will, in part, be a function of how the policy intervention is 
defined. Interventions of Type B or C will cause greater difficulties (refer to Table 1). Investigators can 
also consider the use of historical cases, where data are available and historical conditions are deemed 
sufficiently representative, or they can utilize experiments and other techniques such as discrete choice 
surveys (Hoyos 2010). This work will need to address issues of systematic error in variable measurement, 
case study selection bias, unidentified control or treatment variables, and case study independence.36 
 
To facilitate the development of an offset market, the development of standardized approaches may focus 
on classes of activities that are expected to be the most common and have readily available case studies. 
Even once a model is developed and tested, a process for appeals and exceptions will be needed as well as 
a feedback for the findings from this process to be incorporated as models improvements.37 
 
For activities that are actually a bundle of many smaller activities (e.g., residential lighting retrofits under 
programmatic CDM), it may be preferable to utilize a probabilistic dependent variable. For these classes 
the model is predicting the collective behavior of many individual actors; probability estimates could then 
represent the fraction of free riders in the population and be used for discounting credit issuance.38 
 
For most classes of activities, there will be an unavoidable element of expert judgment involved in the 
creation of models due to the challenge of locating ideal case studies in sufficient numbers to provide 
statistically unambiguous results. Program administrators will also need to make judgments regarding the 
conservativeness of additionality assessments and baselines. Further, program administrators will have to 
make judgments regarding how additionality and baseline models address existing or future government 
policies that promote behaviors contrary to the objectives of the offset program (e.g., subsidies that 
promote the consumption of fossil fuels or encourage deforestation). As asked by Chomitz (1998), 
"[s]hould baselines be evaluated under prevailing prices and policies, or in a hypothetical distortion-free 
policy environment?"39 Ultimately, the resolution of this issue is a matter of broader political and offset 
policy design considerations.40 However, the development of standardized approaches will be hampered 
if policy makers decide that an existing policy be excluded from the definition of alternative baseline 
scenarios. Excluding existing policies increases the complexity of models because they must then model 
behavior under conditions in which both the offset program's policy intervention and the other excluded 
policy are absent. Such a decision will also decrease the likelihood that representative case studies can be 
identified, forcing administrators to rely to a greater extent on other investigation and testing approaches 
(e.g., lab experiments). 

3.3.4 Testing models 
For a given class of activities, there will be variability in the behavior of actors that may not be captured 
by a model, thus leading to model error. However, through testing, offset program administrators can 
better understand the sources and magnitude of model error and then make improvements. Testing can 

                                                      
35 As an offset program expands, it will also become increasingly challenging to locate representative cases to 
include in a control group. 
36 See King, Keohane et al. (1994) and George and Bennett (2004) for guidance on using case studies. 
37 Rules, such as a fee for appealing, may be introduced to discourage unjustified utilization of bespoke assessments. 
38See the U.S. EPA's Conversation Verification Protocol for an example of models used to discount for free riders 
(Vine and Sathaye 1999). 
39 Also see He and Morse (2010) for an example from wind power CDM projects in China. 
40 For example, see issues related to the handling of E+/E- issues under the CDM (PDF 2009; PDF 2010). 
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also lead to the conclusion that model error is both high and intractable, and provide a basis for future 
proposals within that class being rejected from inclusion in the offset program. 
 
In contrast to "project-specific" determinations and arbitrarily set performance benchmarks and market 
penetration thresholds, a key advantage of using the framework for standardized approaches described 
here is that the resulting models are subject to falsification. Model falsification can occur on the basis of a 
false positive (type I error), where the model says a proposal is additional when in reality it is not, or false 
negative (type II error), where the model says a proposal is not additional when in reality it is (Figure 4) 
(Trexler, Broekhoff et al. 2006). Table 6 summarizes the information provided by testing a model that 
uses a dependent variable that is a deterministic classifier against evidence from case studies or 
experiments. As illustrated in the table, it is possible to falsify a model based on a false positive case, but 
it is more difficult to do so with false negatives. Testing is, therefore, more useful to ensure a model is 
conservative in its assessment of additionality than it is to ensure it is unbiased.41 Because it is easier to 
improve the accuracy of a model with respect to false positives, policy makers may have to accept that 
even rigorously tested models will be more prone false negative errors (i.e., falsely reject proposals that 
are truly additional). 
 
 

Figure 4.  Additionality cause and effect relationships include false positive and negative errors 

 
 

                                                      
41 Testing for false positives will need to consider the effect of early adopters and other atypical actors (i.e., outliers) 
within certain classes of activities before a model is deemed completely falsified. 

Policy intervention

Proposed  ≠  Baseline
Activity                  
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proposed activity

Implementation of 
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THE ADDITIONALITY QUESTION: 
Is the proposed activity additional? or

Did the policy intervention cause the proposed activity to take place?

Non-additional proposal  mistakenly 
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Additional proposal 
incorrectly rejected.

Additional proposal 
properly  approved.

Non-additional proposal 
properly rejected.
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Table 6.  Testing a deterministic dependent variable model with case studies 

 
True status of 
case 

With policy intervention Without intervention (control group) 
Proposal 

implemented 
Proposal not 
implemented 

Proposal 
implemented 

Proposal not 
implemented 

False positive: 
model says case 
is additional but 
it is not 

No new 
information 

Model may need 
improvement, but 

case does not 
falsify model 

Falsification case Case supports 
model 

False negative: 
model says case 
is not additional 
but it is 

Not applicable, proposal is rejected, 
therefore full policy intervention is not 

applied to the case 

Case supports 
model 

Case supports false 
negative claim, but 

does not falsify 
model 

 
 
Finally, models cannot be validated by testing them against the same set of cases that were used to 
develop the model. And part of rigorous testing is to consider alternative policy interventions and theories 
that might better explain the observed behavior (e.g., an investor may be willing to take a loss on an 
investment to gain experience in a new market).42 

3.4 Crediting periods and other temporal aspects of additionality and baselines 
In the context of GHG emission offset programs, the temporal issues related to additionality and baselines 
have been dealt with through the use of a predefined crediting period during which an activity, once 
approved, is deemed to remain additional through the crediting period. However, how long a specific 
activity or a class of activities is actually additional is a function of factors such as capital lifetime of 
equipment and technological and market changes. Baseline scenarios inherently include predictions of 
these factors in an alternate future where the policy intervention is absent. 
 
Instead of a fixed crediting period of multiple years, the additionality and baseline for an approved 
activity could be more frequently reassessed as new evidence is collected, and then adjusted if evidence 
indicates that earlier predictions and assumptions were incorrect. However, prior knowledge that 
additionality and baselines will be reassessed on an ongoing basis will itself have an effect on the 
behavior of actors. It will increase their uncertainty and hence reduce the effect of the policy intervention. 
In other words, the act of reassessing, if applied retroactively to approved proposals, will reduce the 
ability of an offset program to produce behavior change. 
 
The use of a predetermined crediting period eliminates or reduces this uncertainty by promising a fixed 
eligibility period. They also reduce the cost of administering offset programs, which would otherwise 
need to repeatedly assess the additionality and baseline for each approved activity. 
 
My focus has been on the assessment of additionality and baselines when the original determination of 
eligibility for a proposed activity is made. Reassessing proposals later in time in the light of new evidence 
is important for improving the quality of models and adjusting the length of fixed crediting periods. 
However, to reduce uncertainty to program participants and the burden on program administrators, a 
practical way forward is to continue to rely on fixed crediting periods and only apply improved models 

                                                      
42 It may be possible to apply a reductio ad absurdum argument on a macroeconomic scale, in which one asks the 
theoretical question: if the policy intervention was removed would all of the activities in the class claiming to be 
additional have happened? For examples, see Wara and Victor (2008) in relation to CDM wind energy projects in 
China and Gillenwater (2008) and OQI (2009b) in relation to the renewable energy certificate voluntary market in 
the United States. 



M. Gillenwater 

- DISCUSSION PAPER - 

Page 25 

and rules to future proposals rather than retroactive changes to the baselines of previously approved 
activities.43 
 
If an offset program recognizes a policy intervention of Type B (i.e., A + Measures directly taken by 
offset program or policy) or Type C (i.e., A + B + Indirect market spillover effects), then other temporal 
factors will also need to be considered. For example, for the identification of baseline scenario candidates, 
does the program assume the policy intervention never existed? Or should it assume that the historical 
effects of the policy intervention are a given and only the future effects of the policy intervention are 
absent in the baseline scenario? Another situation is if a new technology is deemed to be additional (i.e., 
on a positive list) because its invention is recognized to be the result of the policy intervention (i.e., Type 
C). Then, how long should this technology continue to be considered additional? 

4 Discussion and conclusion 
Media reporting on GHG offset programs often focus on the challenge of "proving" the additionality of 
proposed activities (i.e., projects).44 The approach frequently used by reporters, and some researchers, is 
to ask project developers or investors whether they would have undertaken the project “anyway” (IR 
2008; FOE 2009; Haya 2009).45 This type of questioning, though, is a poor form of inquiry for reasons 
discussed above (e.g., asymmetric information and cognitive biases). Asking interviewees to predict 
causal effects in complex situations is unlikely to produce reliable conclusions (Chomitz 1998). More 
importantly, it does not lead to a model that can predict behavior in other cases and have its reliability 
tested. 
 
Historically, GHG offset programs that have focused on assessing the intentions of individual actors (e.g., 
project developers and investors) have put the cost, burden, and uncertainty of the assessment process 
onto those actors as well as third-party auditors (i.e., validation/verification bodies). A process that relies 
on the presentation of an argument by project proponents followed by a case-by-case adjudication by 
program administrators requires little investment to set up. But it is more dependent on ad hoc 
rationalizations, and is therefore less consistent across assessments. In long-term for offsets programs to 
achieve scale and greater cost-effectiveness, they will likely need to shift from this judicial approach to 
one akin to a regulatory standard setting based on causal inference investigations and carefully elicited 
expert judgment. This shift to more standardized approaches will require greater upfront investments by 
GHG offset programs in model creation, testing, and maintenance. 
 
The case-by-case assessment of a project developer’s motivations and intentions may also be creating an 
unwelcome perverse incentive (i.e., moral hazard). Consider two near identical offset activity proposals. 
The only difference between the two proposals is that the actor behind the first proposal is of exceptional 
management and technical ability and the actor behind the second has below average ability. The first 
proposed activity is predicted to be profitable even without the policy intervention, and is therefore 
determined to be non-additional by an offset program assessing additionality on a case-by-case basis. 
However, because of the second actor's poor management practices, the second proposed activity is more 
costly, is unprofitable, and therefore deemed additional by the offset program using the same assessment 
process. If the additionality of these two cases is judged independently, then it is possible to have a 
system that promotes poorly run businesses over those that are better run. This problem can be avoided if 
processes for addressing additionality and baselines are built upon standardized models of a 
representative actor in a given context that assume all actors are of average competency. 

                                                      
43 Revisions may be warranted, however, for proposals where fraud (e.g., submission of knowingly false 
information) is found. 
44 For example, see Monbiot (2006), Harvey and Fidler (2007), and Mukerjee (2009). 
45 Unfortunately, the recognized policy intervention is often not explicitly or precisely defined in their questioning. 
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Will the models developed using the framework described here be perfect? Certainly not. But an informed 
approximation is not the same as a groundless guess. Additionality and baseline models entail imperfect 
predictions of actual behavior, and for a given model with given estimators, there is a trade-off between 
false positive and negative error rates. Yet, models and estimators can be revised and improved. And so, 
in contrast to the conclusions of Trexler, Broekhoff et al. (2006)—that any reduction in false positive 
error rates will be lead to an equivalent increase in false negative error rates—it is possible to better 
manage model uncertainty and reduce, although not eliminate, both false positive and false negative 
errors by developing better models. 
 
For causal inference models to be scientifically credible, it must be possible for others to present evidence 
through their own testing that a model is wrong. Given conflicting evidence, offset programs then need 
processes to consider whether and when to revise, replace, or eliminate a specific model.  
 
Although standardized approaches should be as transparent and objective as possible, some subjectivity in 
predicting environmental, economic, and technological trends associated with baseline scenarios is 
unavoidable. But, if the assumptions behind these judgments are made explicit, then it is possible to 
improve models as new evidence is gathered. If standardized approaches are not grounded in good causal 
inference, then they will simply result in the replacement of a subjective case-by-case process with 
subjective judgments made at the class (e.g., project-type) level. 
 
Applying concepts and the recommendations discussed here to offset policy, the generic definitions for 
additionality and baseline provided in Part 1 can now be tailored as follows: 
 
Additionality is the property of an activity being additional. A proposed activity is additional if policy 
interventions are deemed to be causing the activity to take place. The policy interventions are recognized 
to be the expected economic value of offset credit revenue as well as other measures directly taken by an 
offset program. The occurrence of additionality is determined by assessing whether a proposed activity is 
distinct from its baseline (see below). 
 
A baseline is a prediction of the quantified amount of an input to or output from an activity resulting from 
the expected future behavior of the actors proposing, and affected by, a proposed activity in the absence 
of one or more policy interventions, holding all other factors constant (ceteris paribus). These actors are 
assumed to be economically rational except in contexts where it is expected that specific behavioral 
biases are likely to be significant and where those biases can be analytically incorporated into a 
deterministic model used for assessing additionality and assigning a baseline. The conditions of a baseline 
are described in a baseline scenario. 
 
Some authors have posited that offsets are fundamentally "a fiction" because they are too dependent on 
subjective judgments (Wara and Victor 2008; Millard-Ball and Ortolano 2010). A more thoughtful 
evaluation, though, is based on the question of whether offset program administrators can create models 
for additionality and baseline assessments for a given class of activities that are good enough to provide 
net benefits greater than the alternative policies available to achieve a given objective. For some classes 
of activities in some contexts, it may be impractical to develop a sufficiently reliable and evidence-based 
predictive model. These classes can then be excluded from offset programs and addressed with other 
policy mechanisms. 
 
In conclusion, offset policy makers and program administrators should think in terms of policy 
interventions, theories of behavior, and objective models and variables when developing standardized 
approaches. Their continued failure to recognize a well-defined policy intervention and associated theory 
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of behavior leaves the additionality and baseline assessment process to the vagaries of politics and ad hoc 
subjective rationalizations. 
 
The next step is for researchers and policy makers to apply the framework presented here to develop and 
test models for specific classes of activities (e.g., project types in a given context) as well as investigate 
lessons learned from existing offset programs, such as the Climate Action Registry, where more 
standardized approaches are being developed. 
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